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Lecture 3 : The virial expansion .

Rap Generic classical Hamiltonianno internal degrees of freedomt

H(N)=M

Ni

&Vext() [v(Ir=j) +......
izj

The canonical partition function in the classical limit is
z (N,VT)= SdfdNe-BH(Y)
G with Q(N

,UT) = /dime-PECEY)
momentum configurational integral
integrations
are Gaussian
Here

,
1=mkT

u Problem boils down to computing Q(N ,V.T) .

For now
,
let us consider the case where Vent = o Chomogeneous)bulk

systems) -

Furthermore
,
we neglect three-body interactions.

Then =-rj
ECN

,
VIT=

/Neil rij
=/rijl

~filrij) Mayer function .

-+furi) ifurij identical particles
and there are NCN-1)

= pairs-



② ↓
& = (+)12 -2 .

->df) =VSdfl

-- B2-
where we have defined the second virial coefficient
Be = -[Sdrfy(r) Note that Bz = Bz(T)

Define Fex (N ,
V
,T) = F(N ,

V
,T) - Fid (NiV ,T)

f = E
=> Fex =ENT)B

We can obtain the pressure as pp = -f +p and find

=>) pp = p + Balt)p2 ..... [Borepulsiona
-

to whether·
corresponds
By is dominated

by attractions
or repulsions !

How to obtain higher order corrections ?
z(N

,VIT)= (d [it + Zefin(rij) fr (e) +..... ]izj

This can be represented in a graphical way
:

2(NVIT)=NIWIG] where Gare graphs .



⑤
For example , N = 4 .

G

fiz =
3 4

fizfzu =
- Finfus etc.

a

12
- 2

where we introduced notation fij = fu(rij) .
WTG] integral over graph .

Note whengraph is disconnected :

w[(Sdf)(Jd(d)
factorization of integrals-

or

~ (a fardsfinfu)(St
(ii)

.

clusters

A cluster consisting of
1 particles is called I-cluster

E
. g., (i) has

two 2-clusters and (ii) one 3-cluster and one
2-cluster .

For N-body system:mel = N with me #C-clusters.
(iii)

It turns out that (we will not prove it here)

3 wE6] = NIZTeme !
which is a constraint sum under (iii)

with Me :=S,
G

Gel-cluster



⑭
For example ,

Uz =Jaffds(+
-

O(f2) Olf3)
.

So we find :
Expansion not in f , but in2N ,VT)=T number of atoms they connecta

Flow to handle constraint?) Grand-canonical ensemble I
Define : Q(T) := QUINT) ; z=M fugacity
Then E

, (MVT)= QUIT)

Furthermore
, BR = -In E and define PR-Vbuz

b=b ,b
where we used In(ii)=
We conclude that :

·f(r .V ,T) = - p(u ,
T)V = pp(E ,)= bath

.

·<N) = - (u(ut = - z((uT = p(z ,T)=
However , we want to express E in terms of p.
So wewrite zan-
- a. = 1 , an = -ba , az

= -3 by +Ob?



⑮

Compute pressure: Bp(p .
T) = p + BaCT)p + By(t)p" + ...... ()

where BaCT) = -t Sari Jarafi (2) = - Efdfun(r)
&
centre of mass coordinates.

By(T)= (d) d= Saig fu(z) fi (ris) fin Crus)-
Remark : ByCTB) =0 E) Ti Boyle temperature.

2) signifies transition between repulsion/ attraction dominated .

Furthermore
,
we can write :

fex(p .+)==
Bp = -+ = -Bf +p
We conclude that

8- = p[log(p13) -) + Bz(T)pb + B(T)p3x ...
Recall that : EMVIT)=ePUNEINT

me
Hence : Ph =-log beS
Compare with Bl= bez

"

Isum over clusters)



⑥
However

,
one finds that

Be(T) =-S ,fartz
By(t) = - /di ,SarSad
By(t) = - (d,Jaffdy(
Note that diagrams likedrop outo

Only irreducible clusters : Still a connected graph when

youcat one
line .

-

Examples of virial expansion-

Very important model system is hard spheres.

We find : By = a

Bzn
By =[-a

Note that Bu f(T)
We can write : y=03p+

39 .747

= 1 + un+on + 10 .36543 + 20 . 2254453.5%* + 20 .87.

3) series can be summea



And we find :P Garnahan-Staling
equation of state.

Check that: log() + 1+maxdeviatina
range

&

I
5 Virial expansions

Pa

-Y "converges lowly".
03

⑧ 2

⑪

0 .5 Y
HandsTheresis an important

model
system .

Reason crystallisation :
entropy
free volume at high· 1 is higher when-i i particles are orderedi

0. 494 . 0 .545 afgagt
on a crystal lattice

&HCP) L

Cons : a Viralcoefficientbecomeprogressiveharteraa-

model potentials.

· For some interaction potentials Bn(T) is ill-defined .

E.g.; Point Coulomb interactions, dipole-dipole into
· Slowly converging series problem for dense funds



⑨
Goal : Framework to describe densefluids-

Today : Density-density correlation functions (interpretation)-
↳ measurable quantity in experiments !

Routes to thermodynamics from the (local) structure of thefluid.
-

&finition (r) =[d() Density operator (classical) .

p() := (p(r)] is the local density of a system . Why ?

E
. g. canonical ensemble :

<(i))(d)
Take &(, ....,n) completely symmetric(identical particles)

=t Spe-Dr,,...,Mn)
Sample) = (d=(p) =Nv SdfdrnJarreBr,

...it

-
=> Jd= p(a) = N . = Q(N

,
VT) .

=> p(r) is the local density .

"Probability to find a particle ad position? , irrespective of
other particles positions and momenta. "

Homogeneous fluid (Vext() =0) p(r) =p (Prove it!)
=constant -



⑨
Two-body density operator :

(, )= (i) 5(r-Ej)
itjj

which defines the two-body correlation function &(1)<Fril)

Note normalisation : Sarfar"p()(i) = NCN-1.
Interpretation of p'(ir). The probability to find a particle
at

,
and one at "

, irrespective of the other particles positions
Cand momental .

For suitable interaction potentials : p(t) -> p()p()
- &

This motivates us to define a dimensionless correlationfunction :
with property :g()=
g( + (2)

+

Note : Vext (v) =0
-

Translational invariance + isotropy : gr) = g(1-1).
g(r) : radial distributionfunction f pair correlation function.

Flow to interpret g(r) ? Small reminder or probability theory:
X
. Y , continuous stochastic variables .
with joint probability density play) "integrate

out

Marginal probability distribution : px(x) =Sayp(x , y)
Py(y) = (dxp(x , y).



⑩
Conditional probability : For example , conditional probability

density of stochastic variable y given that X= K
P(y(x)=

Apply this to density-density correlation function :

) probability to find one particleat
and
a

e : probability to find one particleat

=>g) : probability to find particle at t

knowing there is a particle at
"

=> 42pg(r)dr : given a particle in the origin ,
it
says

what is the number of particles betweenr and redr

Setematically :

a
&


